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Preface

The 10th International Tbilisi Symposium on Logic, Language, and Computation was
held in Gudauri, Georgia, during September 23-27, 2013. The Symposium was
organized by the Centre for Language, Logic, and Speech at the Tbilisi State Uni-
versity, the Georgian Academy of Sciences and the Institute for Logic, Language, and
Computation (ILLC) of the University of Amsterdam. The conference series is centered
around the interaction between logic, language, and computation. The contributions
represent these three fields, and the symposia aim to foster interaction between them.
The scientific program consisted of tutorials, invited and contributed talks, and two
special sessions.

It is also worth mentioning that alongside their scientific merit, the Tbilisi symposia
are renowned for their social atmosphere and heartwarming welcome by the Georgian
hosts. The tenth symposium was no exception and we would like to extend our heartfelt
thanks to the organizers, reviewers, and presenters who worked to bring it about.

The symposium offered three tutorials. Samson Abramsky gave a tutorial on con-
textual semantics, demonstrating how tools from computer science shed light on
phenomena at the heart of quantum mechanics, namely non-locality, contextuality, and
entanglement. The tutorial on aspect was given by Daniel Altshuler and he focused
on the formal semantics of aspectual meaning from a crosslinguistic perspective.
Rosalie Iemhoff gave tutorial on admissible rules, i.e., inference steps not explicitly
mentioned in the axiomatization of theories, focusing on their nontrivial nature in
intuitionistic and modal logic or Heyting arithmetic.

There were six invited talks given by Balder ten Cate, Agata Ciabattoni, Thomas
Colcombet, Galit W. Sassoon, Alexandra Silva, and Sergei Tatevosov. Two workshops
were organized at the event, the first on aspect, organized by Daniel Altshuler,
Sergei Tatevosov, and Daniel Hole and the second on algebraic proof theory, organized
by Agata Ciabattoni and Rosalie Iemhoff. Each included their own invited speakers:
Roumyana Pancheva and Hans Kamp spoke about aspect and Matthias Baaz,
Alessio Guglielmi, and Kazushige Terui gave talks on algebraic proof theory. This
volume contains a selection of papers from both invited and contributed talks presented
at the symposium. In what follows, we will briefly introduce the selected papers in
logic, language, and computation. As many of the papers were interdisciplinary, they
are presented in alphabetical order.

Martin Aher seeks to unravel puzzles involving deontic conflicts or, in other words,
situations where each possible state of affairs lies contrary to some rule or another. The
proposal is realized in a specific iteration of inquisitive semantics, called MadRis,
which specifies both support and rejection conditions. The paper focuses on the
Dr. Procrastinate puzzle where the desiderata are obtained by assigning each rule a
unique violation-proposition, such that in a deontic conflict, no logical contradiction
between rules occurs.
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Philippe Balbiani and Cigdem Gencer investigate admissibility and unifiability
problems for contact logics. They prove that admissibility of weak rules is decidable for
balanced and finitely axiomatized logics, that the unifiability problem for weak for-
mulae is in NP for every logic and NP-complete for consistent logics, and that the
unifiability problem for weak formulae can be reduced to theoremhood for consistent
logics containing the formula C(1,1).

Kata Balogh’s paper extends her prior work on focus that combines feature-based
lexicalized tree-adjoining grammar (F-LTAG) and inquisitive semantics to account for
the question-answer congruence of various narrow focus constructions. In the second
part of the paper, Balogh demonstrates how to provide a uniform treatment of focusing
and quantifier scope.

Marina Beridze, Liana Lortkipanidze, and David Nadaraia provide a detailed report
on the construction of a Georgian dialect corpus. In the first part they discuss the
representativeness in the corpus and problems related to morphological annotation.
After that they give a detailed description of the database storing the computational
lexicon.

The paper by Nick Bezhanishvili, Dion Coumans, Sam van Gool, and Dick de
Jongh investigates the conjunction—implication fragment of intuitionistic propositional
logic. Using duality for finite distributive lattices, they give a description of finitely
generated universal models of this fragment, and up-sets of Kripke models definable by
conjunction—implication formulas.

Cvetan Dunchev, Alexander Leitsch, Mikheil Rukhaia, and Daniel Weller study
sequent calculi for first-order logic with induction rules, which often do not enjoy cut
elimination. They present an alternative formalism for uniform description of infinite
sequences of proofs replacing induction rules, and develop a cut-elimination method in
this formalism, based on the CERES method.

Pushing forward the inquisitive semantics enterprise, Jeroen Groenendijk and Floris
Roelofsen add a suppositional content type to the previously covered inquisitive and
informative content types. The paper focuses on the case where rejecting the antecedent
of a conditional sentences neither supports nor rejects it, but suppositionally dismisses
it, providing a formal semantic account of this aspect of information exchange.

Paula Henk offers a new perspective on the arithmetical completeness of GL as the
provability logic of Peano arithmetic. Her paper introduces several arithmetical
accessibility relations that turn the collection of models of PA into a Kripke model, and
shows that every finite GL-model is bisimilar to such an arithmetical Kripke model
using a variant of Solovay’s completeness proof.

Dick de Jongh and Zhiguang Zhao investigate the positive fragment of intuitionistic
and minimal propositional and predicate logic. The authors first provide a character-
ization of the positive fragments of IPC/IQC in terms of so-called top models. Fur-
thermore, they prove a uniform interpolation theorem for the positive fragments of IPC
and MPC. Finally, they study conservative extensions of the positive fragment of IPC
and IQC starting from the well-known result that Jankov’s Logic KC is conservative
over the positive fragment of IPC.

The joint paper by Gary Mar, Yuliya Manyakina, and Amanda Caffary lies at the
intersection of logic and linguistics. They consider the similarities and differences
between ‘unless’ and ‘until’ with the aim to propose a unified compositional account.
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This is standardly considered unachievable in linguistics, and the authors seek to
uncover the underlying source of the problems in Willard van Orman Quine’s classic
treatment of ‘unless’.

Ralf Naumann and Wiebke Petersen describe a formalization of (a variant of)
Lobner-Barsalou frame theory (LBFT) in terms of a dynamic frame theory that is based
on both Dependence Logic and Dynamic Epistemic Logic. The focus of their work lies
in particular on the interpretation of numerals and scalar quantifiers.

Alfred Ortmann presents evidence from Germanic and Mayan languages, which
underpins the fourfold typology of nominal concepts derived from the binary features
of uniqueness and relationality. His main findings are that recategorizations tend to be
marked morphologically and that only phonologically ‘strong’ forms of definite articles
are reliably semantically active. Overall, morphological marking in split article systems
reflects conceptual markedness.

Katsuhiko Sano and Minghui Ma investigate Visser’s basic propositional logic BPL.
They provide an embedding of BPL into the modal logic wK4, based on which they
present two alternative semantics for BPL: the proper successor semantics on Kripke
frames and a topological semantics using the topological derivative operator.

The paper by Galit W. Sassoon considers challenging data on within-predicate and
between-predicate comparisons where adjectives and nouns behave in opposite man-
ner. In an interdisciplinary turn, Sassoon utilizes the psychological notion of a contrast
set to account for both the behavior of nouns and adjectives in the above comparisons.

Kerstin Schwabe sets out to present a new analysis of German argument condi-
tionals. Argument conditionals are conditional clauses which are anaphorically linked
to a propositional es-argument in the embedding clause (Max akzeptiert es, wenn Lea
Geige spielt. ‘Max accepts it if Lea plays the violin’). Schwabe identifies two different
implication types that occur in such conditional constructions and she discusses
restrictions on predicate classes that embed argument conditionals.

In their contribution, Yulia Zinova and Hana Filip argue for a third—biaspectual—
aspect category in Russian which complements the well-known perfective/imperfective
partition. A new diagnostic is proposed which identifies positive cases of perfective
aspect, thereby allowing us to establish the third biaspectual category with a clear
behavioral criterion.

We would like to thank all of the above authors and the anonymous reviewers for
their contribution to the volume. We are also very grateful to Maria Aloni, Johan van
Benthem, Matthias Baaz, and Sebastian Lobner for their generous financial support to
the conference through their respective research projects.

January 2015 Martin Aher
Daniel Hole

Emil Jerabek

Clemens Kupke
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Research on Aspect: Reflections
and New Frontiers

Daniel Altshuler™®

Heinrich Heine Universitét, Diisseldorf, Germany
daltshul@gmail. com

Abstract. The tutorial gave an overview of the way aspectual meaning has been
analyzed in formal semantics. It focused on the way Klein (1994) influential
analysis has been extended in recent years to account for the modal properties of
aspectual operators. Based on the perfective aspect in Hindi and other languages,
I showed that Kleinian extensions which do not view aspectual operators as being
partitive with respect to events are inadequate. I explored some consequences of
this conclusion and suggested that studying the interface between aspectual and
adverbial meaning would allow us to address some of the most pressing issues.

Keywords: Aspect - Adverbs - Temporality - Modality - Semantics - Prag-
matics + Discourse

1 The Neo-Kleinian Analysis of Aspect

Consider the sentences in (1), which differ in grammatical aspect—i.e. the progressive
in (1)a, the perfective in (1)b and the perfect in (1)c. According to intuitions of native
speakers, there is a difference in meaning between the three sentences. While it seems
clear that (1)a differs from (1)b and (1)c in not entailing that Bill’s letter writing
culminated, it is difficult (perhaps impossible) to say what the difference between (1)b
and (1)c is without further context (Reichenbach 1947/1966, p. 228).

(1) a. Bill was writing a letter to complain.
b. Bill wrote a letter to complain.
c.  Bill had written a letter to complain.

When context is provided, viz. (2), not only do we see a clear difference between (1)b
and (1)c, we observe yet another difference between (1)a and the other sentences. In (2)
a, we understand that the events of Sue coming home and Bill writing a letter over-
lapped in time. In (2)b, however, the most salient interpretation is that Bill wrote a letter
after Sue came home late, presumably in response to her lateness. Finally, in (2)c, we
understand the reverse relationship: Bill’s letter writing took place prior to Sue coming
home.

(2) a. Sue came home late. Bill was writing a letter to complain.
b. Sue came home late. Bill wrote a letter to complain.
c.  Sue came home late. Bill had written a letter to complain.

© Springer-Verlag Berlin Heidelberg 2015
M. Aher et al. (Eds.): TbiLLC 2013, LNCS 8984, pp. 1-9, 2015.
DOI: 10.1007/978-3-662-46906-4_1



2 D. Altshuler

There are two types of research programs which address the data above. The first is
concerned with how grammatical aspect interacts with verbal meaning or aktionsart.
This research program is important because it sheds light on how natural language is
used to refer the completion (or lack thereof) of a given event. Another research
program seeks to explain its effects on discourse structure. This research program is
important because it sheds light not only on aspectual meaning, but also on discourse
dynamics and the semantics/pragmatics interface.

Klein (1994) pioneered an analysis that attempts to synthesize these two research
programs.’ He argued that the semantic function of grammatical aspect is to relate a
described eventuality to a topical time and the semantic function of tense is to relate the
topical time to the speech time. This idea has been extremely influential. Virtually all
recent conference presentations, journal articles, and dissertations on aspect cite it.2
Klein’s analysis has also given rise to influential work on the interaction between aspect
and tense, adverbs, modals, mood and evidentials.® This work, which I will refer to as
the “neo-Kleinian analysis of aspect”, is summed up by the formulas below.* (3) makes
Comrie’s (1976, p. 4) intuition that the progressive portrays a situation “from [the]
inside” precise: the time with respect to which we evaluate a progressive sentence is
contained within the described event that warrants the assertion. (4) models Comrie’s
intuition that the perfective portrays the opposite relation, i.e. it portrays a situation
“from [the] outside.” (5) captures Reichenbach’s 1947/1966 idea that the perfect
describes a “past of a past” or, put differently, it portrays that the event is over by the
topic time (Kratzer 1998).

(3)  PROGRESSIVE: APAt.3e[t C t(e) A P(e)]
(4)  PERFECTIVE: APit.3e[t(e) C t A P(e)]
(5)  PERFECT: APAt.3e[t(e) <t A P(e)]

2 Problem with the Neo-Kleinian Analysis of Aspect

A problem with Klein’s analysis is the existential quantification in (3). Applied to a
telic description such as write a letter, (3) would incorrectly predict that a sentence like
John was writing a letter entails culmination of the writing. Neo-Kleinians often
acknowledge this shortcoming, usually called the imperfective paradox (Dowty 1979),
and assume (often explicitly) that (3) could be enriched with a modal semantics.

! See also the seminal work by Moens and Steedman (1988) which was discussed in the tutorial.

2 Klein’s work is an extension of Reichenbach 1947/1966, which is also widely cited (see Kamp 1999/

2013 for discussion). Work by Hans Kamp and colleagues (e.g. Kamp and Rohrer 1983, Kamp and
Reyle 1993, Kamp et al. 2011) on the anaphoric properties aspect, as well as work by Comrie (1976) and
Smith (1991) on the cross-linguistic properties of aspect also remain staples in current research on aspect.
Here is a small sample of such work: Kratzer 1998, Demirdache and Uribe-Etxebarria 2000, Iatridou
et al. 2001, Musan 2002, Paslawska, and von Stechow 2003, Ger6 and von Stechow 2003, Grenn 2003,
Matthewson 2006, Deo 2006, Hacquard 2006, Bittner 2008, Rothstein 2008, Bary 2009, Deal 2009,
Thomas 2010, Altshuler 2012, 2014a, Rett and Murray 2013, Altshuler and Schwarzschild 2013.

‘C’ stands for a subset relation; ‘<’ is a precedence relation; ‘t’ is a function from an event to its run
time.

IS
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Bary (2009) takes this challenge head-on and builds on work by Gerd and von
Stechow (2003) to propose the following modal extension of (3):

(6)  PROGRESSIVE: APALY W’ [Inert(w*)(w’) — Je[t C°t(e) A P(w’)(e)]]

There are two key ingredients in (6). The first is the relation ‘Inert(w*)(w’)’ which
ensures that the world history w’ is the same as the actual world w* until the end of the
topic time t. The second is the relation ‘t C°t(e)’, which ensures that t is contained
within the run time of the event e, and t is not a final part of this run time. Given the
universal quantification, this amounts to the following truth-conditions: a progressive
sentence is true iff in every inertia world w’ of w* at the topic time t there is an event
e whose run time is a superinterval of t such that t is not a final part of this run time.
Disregarding problems with inertia worlds (see, e.g. Landman 1992), (6) shows that, in
principle, a neo-Kleninan analysis could be extended to deal with the imperfective
paradox.

A possible worry for (6) is that it now appears that the semantics of the progressive
is quite different from the perfective and the perfect in (4) and (5) respectively. Bary
(2009, pp. 111-112) addresses this worry with respect to the perfective, showing that
(4) could be extended in a parallel fashion:

7 PERFECTIVE: APAYw’ [Inert(w*)(w’) — Je[t(e) St A P(w’)(e)]]

The crucial difference that we saw in (3) and (4) is preserved in (6) and (7): whereas
the runtime of the P-event is a proper superinterval of the topic time t in (6), it is a
subinterval in (7). This difference ensures that the universal quantification over inertia
worlds—which plays a crucial role in (6)—is trivial in (7); (7) is truth-conditionally
equivalent to (4).

While this is a good result for languages like English and Russian, where perfective
of a telic VP always leads to a culmination entailment, it is not a good result for
languages in which the perfective of a telic VP leads to the imperfective paradox
analogous to (1)a.’ For example, as shown in (8), the perfective biskuT-ko khaa-yaa in
Hindi does not lead to the entailment that the cookie was finished (Singh 1998).

(8) maayaa-ne biskuT-ko khaa-yaa (par use puuraa nahiin khaa-yaa)
Maya-ERG cookie-ACC eat-PFV  but it-ACC finish not eat-PFV
‘Maya ate the cookie (but did not finish it).’

(8) exemplifies what is often referred to as a non-culminating accomplishment—a kind
of description that raises foundational questions about what it means to be (im)per-
fective (Demirdache and Martin 2015). The data in (9), however, provides an important
clue:

5 The imperfective paradox is therefore a misnomer. See Altshuler (2014b) for more discussion.
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(9) #maayaa-ne biskuT-ko Kkhaa-yaa aur use ab tak khaa rahii hai
Maya-ERG cookie-ACC eat-PFV andit still eat PROG be.PRS
Intended: ‘Maya was eating the cookie, and is still eating it.’

As was first observed by Koenig and Muansuwan (2000) with respect to Thai, the
perfective may lead to the imperfective paradox (viz. (8)), but it is never used to
describe an event that was instantiated in the past and continued to develop until the
speech time. That is, the perfective in (9) cannot be used in a way analogous to the
progressive in, e.g. “Maya was eating the cookie and she still is.”

In sum, we have aspectual forms of the kind illustrated below, in Fig. 1. There are
imperfective forms like the English progressive, which lead to the imperfective paradox
and are used to describe an event that was instantiated in the past and continued to
develop until the speech time. We also have perfective forms like the Russian per-
fective, which do not lead to the imperfective paradox and are therefore never used to
describe an event that was instantiated in the past and continued to develop until the
speech time. Finally, we have perfective forms like in (8) and (9), which lead to the
imperfective paradox but cannot be used to describe an event that was instantiated in
the past and continued to develop until the speech time.

The c-form in Fig. 1 is not discussed by the neo-Kleinians and this is both sur-
prising and unfortunate. It is surprising since many (if not most!) of the perfective
forms in the world’s languages are of this kind (Altshuler 2014b). It is unfortunate
because it seems implausible that Klein’s analysis could be extended to account for
the distinction in a- and c-forms on the one hand, and b- and c-forms on the other,
especially if one also wanted to preserve Bary’s insight in (6)—(7). The implausibility of
extending Klein’s account to account for these different forms is highlighted by Grenn
(2003) proposal to include a new aspectual operator into the Kleinian typology—one
that imposes the overlap relation.® In order to account for the imperfective paradox, he
suggests that “one could replace the imperfective condition e O t with a disjunction
t € e Ve C t. The modality could then be smuggled into the first disjunct” (ibid, 58).
The issue, of course, is: how do you smuggle in the modality? Moreover, how does one
make the modality fine grained enough to explain the difference between the a- and c-
forms, which both lead to the imperfective paradox?

To the best of my knowledge, Koenig and Muansuwan 2000 were the first to
address such questions. Working to explain the perfective in Thai, which could be
classified as a c-form in Fig. 1 above, Koenig and Muansuwan proposed that the
perfective imposes a maximality constraint: given a property of events P, a P-event
must be the maximal subpart of the possible continuations that have the property P.
A similar analysis was also proposed by Filip (2000, 2008) to account for the perfective
in Slavic languages, and Altshuler (2014b) showed how this analysis could be
implemented within Landman’s (1992) modal semantics. Part of the tutorial was
devoted to going through these analyses and motivating the hypothesis in (10):

© This builds on Smith’s (1991) idea that there is an aspectual class, neutral aspect, whose meaning
generalizes across the perfective/imperfective. See Csirmaz 2004 and Altshuler 2014b for more
discussion.
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Is it ever used to describe an event that |Does it ever lead to
Form was instantiated in the past and continued | the imperfective
to develop until the speech time? paradox?
a. English progressive Yes Yes
b. Russian perfective No No
c. Hindi perfective No Yes

Fig. 1. Contrasting aspectual forms

(10)  Hypothesis from Altshuler 2014b
a. An operator is perfective if it requires a maximal stage of an event in the
extension of the VP that it combines with.

Due to space constraints, I will not discuss this hypothesis here. Instead, I’d like to
highlight an implicit assumption in (10): aspectual operators are partitive with respect
to events; they denote functions from a set of events denoted by a VP to a set of VP-
event parts.

An important conclusion of the tutorial was that (11) is necessary if one wants to
explain the contrasting perfective forms in languages like English/Slavic versus Hindi/
Thai (viz. Fig. 1), while also having a theory of what it means to be (im)perfective.’

3 Moving Beyond the Neo-Kleinian Analysis of Aspect

In the tutorial, I suggested that if we want to maintain (10), as the data suggests we
should, then we must move beyond the neo-Kleinian analysis. In particular, we need to:
(a) define event partitivity (viz. discussion in the previous section) and (b) distinguish
the way that eventualities are related to temporal coordinates provided by temporal
adverbs and those provided by the tenses. In what follows, I briefly outline two puzzles
that provide motivation for (b).

3.1 Present Perfect Puzzle

Klein (1992) notes that while past-oriented temporal adverbs like yesterday are not
possible with the present perfect in English, they are possible in German:

(11)  *Yesterday Fritz has submitted his paper.
(12)  Gestern hat Fritz seine Arbeit eingereicht
Yesterday has Fritz his paper submitted

While there are many proposals to explain the contrast above, the tutorial considered the
following analysis by Kamp et al. (2013) the English perfect denotes a function from a

7 In this way, I defended Bach’s (1986, p. 12) original idea, formalized by Krifka (1992, p. 47). See
also Moens and Steedman (1988) for similar ideas about partitivity over events. Cf. Bennett and
Partee (1972) which propose a partitive analysis with respect to intervals (rather than events).
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set of events E to a set of result states S of those events. Moreover, the perfect imposes
two requirements: (a) there must be a result state in S that holds throughout the time
provided by the tense, and (b) there must be an event complex that includes an event in
E and a result state in S that is contained within the temporal coordinate provided by the
adverb. Applying this analysis to (11), we derive a contradiction: (a) the result state of a
paper submission holds throughout the time provided by the tense, i.e. the speech time,
and (b) the paper-submission event, including the result state, takes place yesterday.
In contrast to (11), (12) is predicted to be good according to Kamp et al. (2013)
because the German perfect requires a described event, not the entire event complex, to be
contained within the temporal coordinate provided by the adverb. Therefore, no contra-
diction arises. The picture that emerges, then, is that all perfect operators relate results
states to the temporal coordinate provided by the tense. They differ, however, in what
event part is related to the temporal coordinate that is provided by temporal adverbs.

3.2 Russian Imperfective Puzzle

Altshuler (2012) notes a puzzle with respect to the interpretation of the imperfective
aspect in flashback discourses such as (13) below. Here we see the imperfective in (13)b
and (13)c. And although there is no order that the events described in (13)b and (13)c are
understood to have occurred in, both are understood to precede the kissing event
described in (13)a. Such is the case whether or not there is a temporal adverb in (13)b.
If the adverb is there, then the flower-giving and the theater-inviting are understood to
have taken place within the time denoted by za nedelju do togo (‘a week before that’)—
i.e. during the week prior to the kissing event, which itself took place a week before the
speech time.®

(13) a Nedelju nazad Marija  po-celova-l-a Dudkina.
Week ago Maria PFV-kissed-PST.3S-FEM Dudkin
‘A week ago, Maria kissed Dudkin.’

b. (Za  nedelju do togo) on dari-l ej cvety
From week to that he give.IPF-PST.3S her flower
‘A week before that he had given her flowers

c. i  priglasa-l ee Vv teatr.
and invite.JPF-PST.3S her to theater
and had invited her to the theater.’

What is puzzling about this discourse is that—assuming that the temporal adverb in
(13)b contributes information about the topical time—we are led to the analysis that the
Russian imperfective describes an event (e.g. giving flowers) that is contained within a
topical time (viz. the perfective in (4)). However, given such an analysis of the Russian

8 Although I focus on the episodic interpretation of (15b, c), an iterative interpretation is also possible,
in which Dudkin gave flowers and invited Maria to the theater on several occasions. On such an
interpretation, the iterations are still understood to have occurred during the week prior to the kissing
event.
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imperfective, one would be hard pressed to explain the aforementioned inferences in
(13)b, ¢ without the temporal adverb in (13)b.

Analogous to Kamp et al. (2013), Altshuler (2012) proposes to solve this puzzle by
distinguishing the way that eventualities are related to temporal coordinates provided
by temporal adverbs and those provided by the tenses. In particular, I proposed that an
event described by the Russian imperfective is related to the temporal coordinate
provided by the adverb, and a result state of that event is related to the temporal
coordinate provided by the tense. The Russian imperfective differs from the German
perfect in the type of relations that it imposes between these two coordinates, as well as
in its modal properties.

4 Take-Home Message

The main take-home message of the first part of the tutorial was the idea that aspectual
operators are partitive with respect to events. While this hypothesis is not new (see
Footnote 8), it is important because it can explain cross-linguistic patterns that the neo-
Kleinian analyses cannot. The take-home message of the second part of the tutorial was the
idea that we need to distinguish the way that eventualities are related to temporal coor-
dinates provided by temporal adverbs and those provided by the tenses. Evidence for this
view came from the present perfect puzzle in Germanic and the imperfective in Russian.
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1 Introduction

Most theorems have more than one proof and most theories have more than
one axiomatization. Certain proofs or axiomatizations are preferable to others
because they are shorter or more transparent or for some other reason. Our
aim is to describe or study the possible proofs of a theorem or the possible
axiomatizations of a theory. As the former is a special instance of the latter, by
considering a theory consisting of one theorem, it suffices to consider theories.

To describe the possible axiomatizations of a theory we first have to spec-
ify what we mean by a theory and what counts as an axiomatization of it. We
assume that theories are given by consequence relations, and consider an arbi-
trary consequence relation to be an axiomatization of the theory if it has the
same theorems as the consequence relation of the theory.

In [1] Avron argues convincingly that in general a logic is more than its set of
theorems, meaning that there exist logics which have the same set of theorems
but which nevertheless do not seem to be equal. For example, because the proofs
of certain theorems differ with the logic. Then the question what counts as an
axiomatization of a certain theory becomes more complex in that one wishes to
axiomatize certain other characteristics of the theory, such as certain inference
steps, rather than just its theorems.

In this paper, however, we restrict ourselves to the set of theorems as that
part of a theory that an axiomatization has to capture. And as we will see,
already in this case the variety of possible axiomatizations of a theory can be
quite complicated and is in many cases not yet well-understood.

Thus our main aim is a description of the consequence relations that have
the same theorems as a given consequence relation. As it turns out, admissible
rules are the central notion here, where a rule is admissible in a theory if it
can be added to a theory but no new theorems can be proved in the extension.
Clearly, such extensions are axiomatizations of the original theory, which is why
admissible rules are so important in this setting.
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The notion of admissibility, although sometimes under a different name, goes
back to the 1930’s, but a systematic study of the subject was first undertaken
by Rybakov in the 1980’s [24] and is continued by him and many others till
today (see the bibliography for references). The first major results on this sub-
ject concerned the decidability of admissibility in certain intermediate and modal
propositional logics, such as intuitionistic logic, modal logic K4, GL and S4. Later,
the description of admissible rules in terms of bases was obtained for many of
these logics and their fragments. Nowadays there are many aspects of admissi-
bility that are studied. The work of Ghilardi [6] established a firm connection
between admissibility and unification theory, and provided an algebraic app-
roach to the issues discussed above. This algebraic approach to admissibility has
flourished over the last decade and has been especially successful in the setting
of substructural logics.

This paper is organized as follows. In Sect. 2 consequence relations and admis-
sible rules are defined, and the main aim is formulated in these terms. Section 3
contains some of the main results in the area, a summary that, because of lack
of space, is by no means complete. The paper ends with a brief discussion of
topics that have been omitted in the main exposition. I thank Emil Jefdbek for
useful comments on an earlier draft of this note.

2 Framework

To maintain a certain level of generality we assume that there is a language
L, which contains propositional variables or atoms p,q,r, ..., and possibly some
connectives, constants or operators. There is a set of expressions F, in this
language that at least contains the propositional variables. In this way, what
we discuss below applies to various consequence relation, such as consequence
relations for propositional intermediate and modal logics, to mention the main
examples. But also consequence relations that are relations on sequents rather
than formulas are captured by this approach. Although some of what we are
going to say also applies to predicate logics, we restrict ourselves in this paper
to propositional logics. Substitutions o are maps from F, to F, that commute
with all logical symbols in the language.

2.1 Consequence Relations

Multi-conclusion consequence relations are relations = between sets of expres-
sions. We write I' = A if the pair (I', A) belongs to the relation. We also write
I'/A for the pair (I, A), and A, T for {A} UT, and I',II for T UIIL. A finitary
multi-conclusion structural consequence relation (mer) is a relation - between
finite sets of expressions that satisfies, for all finite sets of expressions I, IV, A, A/
and expressions A:

reflexivity A+ A,
weakening if ' F A, then TV, T'F A, A,
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transitivity if - A A and TV, A+ A’ then IV, T' = A, A/,
structurality if T'F A, then o' F oA for all substitutions o.

A finitary single-conclusion consequence relation (scr) is a relation between
finite sets of expressions and expressions satisfying the variants of the three
properties above where there is a singleton to the right of -, and T' F {A} is
replaced by I' = A. We often omit the word “finitary” in what follows, and when
we speak about “consequence relations” we refer to both multi-conclusion and
single-conclusion ones.

Although most logics we discuss can be represented via a single-conclusion
consequence relation, the multi-conclusion analogue allows us to express cer-
tain properties more naturally, such as the disjunction property. It follows from
Proposition 1 below that an intermediate logic has the disjunction property if
and only if {p V ¢}/{p, ¢} is admissible, and similarly for modal logic and the
modal disjunction property, expressed by the admissibility of {Op Vv Og}/{p, ¢}

The minimal single-conclusion and multi-conclusion consequence relations ks
and Fkm are defined as follows.

lmA=,A4€l ThaA=,,TNA#0.

A is a theorem if ) = A, which we write as = A. The set of all theorems of
a consequence relation is denoted by Th(F). A is a multi-conclusion theorem
if = A, which is short for ) F A. The set of all multi-conclusion theorems is
denoted by Thm(F). When we speak about consequence relations in general we
use the word theorem, meaning theorem in case the relation is single-conclusion
and multi-conclusion theorem in case the relation is multi-conclusion.

Given a logic L with set of theorems Th( L), there are in general many multi-
conclusion consequence relations - such that Th(F) = Th(L). Natural examples

are
TFA=,, ANTh(L) %0,

or, in case the language contains implication and conjunction,
I-A=,,34€A(\T — A) e Th(h).
Both these consequence relations are saturated, meaning that
A= JAe AT F A

Clearly, every single-conclusion consequence relation is saturated. And if one
starts with a single-conclusion consequence relation or logic and wishes to asso-
ciate a saturated multi-conclusion consequence relation with it (meaning with
the same theorems as the single-conclusion consequence relation or logic), then
the two consequence relations given in the previous paragraph provide examples.
In the next section we encounter multi-conclusion consequence relations that are
no longer saturated, such as the admissibility relation.
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2.2 Admissible and Derivable Rules

A (multi-conclusion) rule is an ordered pair of finite sets of expressions, written
I'/A or %. It is single-conclusion if |A| = 1, in which case we also write I'/A for
I'/{A}. For R = T'/A and a substitution o, o R is short for 6I'/o A, and similarly
for sets of rules.

Given a multi-conclusion consequence relation - and a set of rules R, F*
is the smallest consequence relation extending F for which I' H A holds for all
I'/A in R. Similarly for single-conclusion rules and single-conclusion consequence
relations. In case of a single rule R we write F for %}, Given a consequence
relation F, a set of rules R is a basis for a consequence relation - D F or azioma-
tizes ' over - if H = FR. A rule R = I'/A is derivable if T = A. Tt is admissible,
written I' v A, if Thm(F) = Thm(F%), and Th(F) = Th(F?) in case - and
R are single-conclusion. A set of rules is admissible if all of its members are.

As can be seen from the definition, a rule is admissible when one can add it
to the consequence relation without obtaining new theorems, just (possibly) new
derivations. This shows that admissibility solely depends on the theorems of a
consequence relation, while derivability does not. The admissibility relation K
itself is a consequence relation, namely the largest consequence relation with
the same theorems as . Therefore, the main topic of this paper, the possible
axiomatizations of a theory, can now be reformulated in exact terms as the
admissible rules of consequence relations.

The following proposition provides the link between admissibility and unifi-
cation.

Proposition 1. For every saturated consequence relation F,
A & Vo: VAeT (FoA) = IB€ A(FoB).
Therefore every single-conclusion consequence relation satisfies

I'A & Vo: VBeTl (FoB) = oA

In the literature admissibility is often defined via the equivalence above.

A single-conclusion consequence relation & is structurally complete [19] if all
proper extensions in the same language have new theorems. It is not difficult
to see that b is structurally complete if and only if it coincides with k. Thus
structural completeness means that there are no “hidden” principles of inference,
no underivable admissible rules, all valid inferences are already captured by the
consequence relation itself.

3 Results

Classical propositional logic as well as a certain formulation of classical predicate
logic in which substitution is an explicit rule, are structurally complete [19,20].
Or, to be precise, for any rule I'/A admissible in classical logic, (AT — A) is
a theorem of classical logic, and therefore I'/A is derivable in any consequence



14 R. Iemhoff

relation for classical logic in which the deduction theorem holds. Nonderivable
admissible rules appear as soon as one turns from classical logic to extensions
such as modal logic or weaker logics such as intermediate logics. There do exist,
though, some proper intermediate and modal logics that are structurally com-
plete, Godel-Dummett logic LC being an example [5].

3.1 Decidability

Rybakov proved numerous results on admissibility, most importantly the decid-
ability of the admissibility relation of intuitionistic propositional logic IPC, the
modal logics K4, GL, S4 and several other intermediate and modal logics [24]. He
thereby answered a question by Harvey Friedman from 1975 about the decid-
ability of admissibility in intuitionistic logic positively. Rybakov’s method can
be adapted to many other logics, as has been done in [2,18,25,26], where the
decidability of admissibility in various temporal logics and minimal logic is estab-
lished. Ghilardi constructed a transparent algorithm for deciding admissibility in
IPC [7], and Metcalfe and the author developed proof systems for admissibility
for several well-known intermediate and modal logics, from which decision algo-
rithms can be obtained as well [11,12]. Jefdbek proved that the complexity of
the admissibility relation is coNEXP-complete in many modal and intermediate
logics such as K4, S4, GL and IPC [15], thus showing that in these logics checking
admissibility is strictly more complex than checking derivability.

Derivability is a special case of admissibility, and therefore decidability of
the latter implies the decidability of theoremhood in the former. That the other
direction does not hold has been shown in [3], and later also in [34], where certain
modal logics are shown to be instances of this phenomenon.

3.2 Bases

An explicit description of the admissible rules is a next step in the investiga-
tion of logics for which the admissibility relation is decidable. Even in the case
that admissibility is undecidable it cannot be excluded that there exists a useful
description of them, but until now the logics for which such an explicit descrip-
tion has been found all have a decidable admissibility relation.

Rybakov in [24] showed that various modal and intermediate logics, including
IPC and K4, cannot have a finite basis for their admissible rules. This, of course,
does not imply that these logics do not have an infinite basis that still can be
described in a compact way. As we will see, they often do.

Roziére [23] was the first to provide a concrete basis for the admissible rules
for a logic for which the problem is not trivial, by proving that the set V of the
so-called Visser rules is a basis for the admissible rules of IPC. This result was
not published and was independently but later obtained by the author, who,
using techniques from [6], strengthened it by showing that in every intermediate
logic in which these rules are admissible they form a basis [10]. This theorem
has implications for several intermediate logics. It implies, for example, that the
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rules are a basis for the admissible rules in the logics of frames with exactly n
maximal nodes. In particular, they are a basis for KC.

The Visser rules also appeared in the work of Visser [30,31], who proved that
the admissible rules of IPC and Heyting Arithmetic are equal, and Skura [27],
who used them in the context of refutation systems. Examples of intermediate
logics in which not all Visser Rules are admissible are the Gabbay—de Jongh
logics [9] and Medvedev logic, which is structurally complete [10,22,33].

Using similar techniques, Jefdbek provided bases for many transitive modal
logics, including well-known logics such as K4, S4 and GL [14]. For modal logics
below K4 much less is known about admissibility. Some partial answers can be
found in [16,32].

As one would expect, admissibility is very sensitive to the language one uses.
It has long been known that the implicational fragment of IPC is hereditarily
structurally complete [21]. The same holds for the implication—conjunction and
some other fragments of IPC [17,29]. In [17] Mints showed that any admissible
underivable rule of IPC must contain both implication and disjunction. Inter-
estingly, the implication—negation fragment of IPC is not structurally complete,
as was first observed by Wroriski. In [4] Cintula and Metcalfe proved that the
so-called Wronski Rules are a basis for the admissible rules of this fragment.
A nontrivial example of a logic for which the implication—negation fragment is
structurally complete is relevant logic [28].

4 Furthermore

The above is but a brief summary of some of the highlights in the area of admis-
sibility. I have mainly covered the topics that I have treated in my tutorial in
beautiful Gudauri. Several equally important aspects of admissibility have been
omitted due to lack of space. Over the last twenty years, admissibility has been
studied in various other contexts than the ones mentioned above, such as sub-
structural logics, canonical rules and predicate logic. Unification theory has been
central in some of the results described above. Also, the algebraic view on admis-
sibility has been explored and lead to various beautiful results. I hope that the
exposition above has made the reader wish to know more about this field and
that the bibliography may provide a guideline towards that aim.
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Abstract. This paper presents a novel semantics for deontic modals
which provides a uniform solution to prominent puzzles in the litera-
ture. The paper focuses on deontic conflicts, discussing them using the
Dr. Procrastinate puzzle as an example. The focus lies on the
Dr. Procrastinate puzzle as it combines an upward monotonicity puzzle
with a conflict of obligations, allowing an explanation of the solutions to
both types of puzzle in detail.

The semantics is an extension of radical inquisitive semantics, and it
modifies Andersonian deontic modals as it introduces quantification over
alternatives. The solution to deontic conflicts is made possible by the
semantics allowing permission and prohibition statements to introduce
multiple violations. Each rule is assigned a different violation, allowing
for reasoning with rules also in cases where it is impossible to avoid
violating all rules.

1 Introduction

This paper aims to unravel conflicts between deontic modal auxiliaries such as
may and must. We will represent permission as Q¢ and obligation as [y as is
standard.

A deontic conflict is a situation in which every state of affairs results in the
violation of a rule. For example, imagine a teenager whose mother and father are
both cross with her. The mother thinks she spends too much time in her room
and the father thinks she has stayed out too late. The two issue the following
punitive rules.

(1) a. Mother: You must leave your room. Op
b. Father: You may not leave your room. -Op

The salient reading of the modals in (1) is deontic! - (1-a) says that, according
to the rules which now apply to the teenager, if she does not leave her room, she
breaks these rules, and (1-b) says that leaving the room breaks rules. Naturally,

I am grateful to Jeroen Groenendijk, Stefan Hinterwimmer, Floris Roelofsen, Mandy
Simons, Carla Umbach, and Matthijs Westera for extensive discussion of the ideas
presented here and closely related topics, to two anonymous reviewers for construc-
tive criticism, and to the Estonian Research Council for their support.

! May and must can also receive, among others, epistemic readings. For a related
treatment of epistemic modals, see [2].
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the two rules together are unfair, as she does not have any way to avoid dis-
pleasing both the mother and father. This situation is an example of a deontic
conflict as all choices for the teenager result in a violation of some rule. Such
deontic conflicts have been at the center of a number of prominent puzzles for
standard deontic logic.

Standard modal logic (SML) [29] and theories that extend it, such as Kratzer
semantics [23,24], express modals as quantification over possible worlds. Permis-
sion is represented as existential quantification and obligation (and thus pro-
hibition) as universal quantification. Kratzer adds two contextual features for
deontic modals. First, the modal base, which is a function f such that f(w) rep-
resents the content of a body of laws in a world w. Secondly, an ordering on
worlds according to how close they are to the ideal world.

Deontic conflicts such as the one in (1) are regrettably commonplace and
their existence poses a problem for the standard account. In SML, (1-a) is the
case when all accessible worlds are p worlds and (1-b) is the case when none
of the accessible worlds are p worlds. Obviously, these statements cannot both
be the case, so in each non-absurd state of evaluation, at least one of the rules
in (1) will be predicted to be false. But that’s counter-intuitive. The situation
is a deontic conflict precisely because both of those rules hold simultaneously,
leading to unavoidable trouble for the teenager.?

There are a number of well known puzzles for standard theories of deontic
modals: puzzles which include deontic conflicts such as the Dr. Procrastinate
puzzle,® other puzzles such as Ross’s paradoz,* the free choice puzzle® and the
conditional oughts puzzle,® This paper will focus on the deontic conflicts and
Dr. Procrastinate.

Jackson’s Dr. Procrastinate puzzle focuses on an expert who, when asked to
write a review, will not write it. This fact is represented by (2-a). As experts
are expected to write reviews, intuitively, the obligation” in (2-b) holds. As not
writing a review will delay the entire process of a review actually being written,

(2-¢) holds as well.

(2) a. Dr. Procrastinate will not write the review. -q
b. Dr. Procrastinate ought to accept the request and write

the review. O(p Aq)

c.  Dr. Procrastinate ought not to accept the request. O—p

2 This simple version of a deontic conflict does not pose a problem for Kratzer seman-
tics which also considers an ordering of worlds. See for example Lassiter [25, p. 151]
for discussion on deontic conflicts which also cause problems for Kratzer semantics.

3 See [19].

4 See [27].

5 See [20,30].

6 See [19].

7 In this paper, ought is used interchangeably with must because distinctions between
the two do not play a role in the presented treatment.
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In the literature on the puzzle it is agreed that there are two predictions to be
made. First, one should not be able to infer (3) from (2-b) as that leads to an
intuitive contradiction between (2-c¢) and (3).

(3) Dr. Procrastinate ought to accept the request. Cp

Intuitively, (2-b) and (2-c) coexisting is not absurd as both can be the case simul-
taneously. This is the case because the obligation in (2-b) requires one to bring
about both p and ¢, and not p alone. In fact, accepting without writing is going
to delay the entire process. Unfortunately, standard accounts of deontic modals
are upward monotonic, which means that any entailment between propositions
holds also when those propositions are embedded under a modal operator, so
whenever ¢ = 1 then Op = Oy. As standardly the entailment in (4-a) holds,
so does the entailment in (4-b).

(4) a pAgEDP
b. O(pAq)FDOp

According to the standard treatment of modals, the entailment in (4-b) holds, so
whenever (2-b) holds, so does (3). Immediately, a solution suggests itself on how
to avoid this part of the puzzle - the semantics for deontic modals should not be
upward monotonic. This approach has been adopted by many recent authors,
including Lassiter, Cariani and others. [11,25]. The treatment of deontic modals
presented here is also non-monotonic, but the lack of upward monotonicity is
motivated independently.

Looking ahead, we will consider the addition of multiple violations to the
semantics, so that different deontic rules can refer to separate violations. By
doing so, we wish to demonstrate that non-monotonicity is not a necessary com-
ponent for solving the deontic conflict described in the story.

Regarding the deontic conflict part of the puzzle, despite the fact that
Dr. Procrastinate will necessarily violate the obligation in (2-b), she could avoid
violating the second obligation in (2-¢). The semantics ought to also predict that
her behaviour is more reproachable when she chooses to violate both obligations,
i.e., to accept the request to write the review, despite (2-a) being the case. This
fact does not concern monotonicity.

This paper will present the deontic semantics MADRIS,® which provides a
uniform solution to these prominent puzzles of deontic modals. MADRIS stands
for Modified Andersonian Deontic Radical Inquisitive Semantics as it is in the
spirit of the current most prominent alternative to SML, which expresses modals
as Andersonian [7] implications to violations.”

Anderson introduced a distinguished proposition v to stand for sentences of
the kind “some rule has been violated.” When some ¢ is obligatory, when you
do not do ¢ then you have violated the obligation. This can be represented

8 Based on Aher [1,3,4].
9 Anderson introduced relevant implication instead of material implication, but a full
discussion of this logic is outside of the scope of this paper.
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as Oy := —¢p — wv. Similarly, if some ¢ is permitted then it would be odd to
find out that by doing ¢ you have incurred a violation. This intuition can be
represented as Q¢ := ¢ — —w.

A violation is not exactly a state of affairs or an unfortunate consequence
but rather the observation that some rules have not been followed. Anderson
[7, p.347] provides a useful analogy with chess to explain violations. According
to the rules of chess, a pawn may move at most two squares at a time. So, playing
eb which moves the pawn three squares violates that rule. See the illustration
on the following page.'®

Naturally, nothing stops a player from lifting the pawn from e2 to €5, nor will
a punishment necessarily follow. Yet, anyone that opens with eb is not playing
chess according to its rules. And v records the fact some rule is violated.

Anderson’s treatment of deontic modals via material implication or rele-
vant implication suffers from a number of puzzles besides deontic conflicts, most
importantly, it does not account for the strengthening the antecedent puzzle
[8]. We will demonstrate in Sect. 3.8 that MADRIS avoids the strengthening the
antecedent puzzle.

Implication plays an important role in an Andersonian treatment of deontics,
so for a modern treatment of implication, consider the conditional in (5).

(5)  IfTagree with you, then we will both be wrong. p—q

In the current prominent theory on conditionals by Kratzer [22,23], the ante-
cedent becomes the restrictor of a modal operator in the consequent that’s evalu-
ated with respect to a modal base and an ordering source. If no modal is found in
the consequent, it is assumed to be a covert epistemic necessity operator.t! (5) is
analyzed in Kratzer semantics with a covert necessity modal over the consequent
we will both be wrong and (5) is the case when, after restricting the modal base for

10 The image is taken from the popular online chess site chess.com.

' A reviewer pointed out that there’s an alternative construal put forward by Frank [18],
Kaufmann and Schwager [21] and Cariani, Kaufmann and Kaufmann [12] among oth-
ers in which there’s always a covert epistemic necessity operator over the consequent
of a conditional.
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this necessity modal to all worlds where antecedent, I agree with you, holds, the
consequent, it must be that we will both be wrong, is the case as well.

In MADRIS, conditionals are designed to make similar predictions to Kratzer
semantics'? but there is the option to go with a stronger clause for negation than
in Kratzer semantics, which is still weaker than classical negation for material
implication. The treatment accounts for Ramsey’s intuition that the conditional
question if p, then ¢? has two contrary answers if p, then ¢ and if p, then not
g. This paper will illustrate the stronger clauses but is not committed to either
the stronger or weaker negation of conditionals.

We will be focusing on the crucial feature of inquisitive semantics that its
treatment of disjunction formalizes the intuition that or sentences serve to offer
alternatives. This has been suggested in the literature as a solution to the free
choice puzzle by, for example, Aloni [5]. Unlike previous accounts in which uni-
versal quantification over alternatives was a part of only the support-conditions
of a sentence, we also quantify universally over alternatives in the rejection-
conditions of deontic modals.

MADRIS is an extension of radical inquisitive semantics, and it modifies Ander-
sonian deontic modals by introducing quantification over alternatives. This has
a significant effect on the treatment of the negation of modals. In MADRIS, deon-
tic modals are related to implications, but due to different negation conditions
between the two, deontic modals cannot be defined via implication.

This account provides intuitive predictions for both modal sentences and
their negations, while offering a solution to the puzzles of SML.3

2 Semantics

Consider a propositional language with negation (—), conjunction (A) and impli-
cation (—) as its basic connectives, to which we add a class of special atoms
(v,,v,,...) that state that a specific rule has been violated.

We introduce deontic sentential operators ((@ 907@997 ---)), read as permis-

sion. We add a second deontic operator (obligation) standardly: Pl == ~®-p,
The v...v, within the diamond and box symbols refers to the particular rule
which grants the permission or sets an obligation. Depending on the rule, modals
can refer to different violations, and we assume that each rule does generally refer
to a different violation.

Disjunction is defined in the usual way: ¢ V 9 := (- A —9)). As in basic
inquisitive semantics (See [13-15]), an interrogative sentential operator is intro-
duced in the language by definition: 7¢ := ¢ V =, but it will not be utilized
here.

12 The treatment of conditionals will necessarily be brief. The radical framework, devel-
oped by Sano [28] and Groenendijk & Roelofsen [16], provides an intuitive basis for
this treatment of deontic modals. The details of a suppositional extension can be
found in [17].

13 We are constrained to deontic modals. See work in progress on suppositional inquisi-
tive semantics [2] on how to treat epistemic modals in a structurally similar manner.
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A world is a binary valuation of the atomic sentences in the language, includ-
ing the designated atoms that state that a specific rule has been violated. Let A
be the set of atomic sentences. We represent a world w as a set which for each
a € A contains either a or @, meaning that a holds in w, and that a doesn’t hold
in w, respectively. ¢ and 7 are variables that range over states, which are sets of
worlds, and we use w to denote the set of all worlds, which corresponds to the
ignorant state.

In our recursive semantics we define when a state supports (1) and rejects
(") a sentence.'* We denote the set of states that supports a sentence by [¢]*
and states that reject a sentence by [p]~. The recursive semantics that we will
state guarantees that [p]™ and [p]~ are downward closed. i.e. if o € [p]T and
7 C o, then 7 € [¢]T and same for [p]~. The meaning of a sentence is determined
by the pair ([¢]", [¢] 7).

For the propositional case there are always one or more maximal support-
ing/rejecting states for a sentence called alternatives.

Definition 1. Alternatives

Support-alternatives: ALT[p]|T :={c € [¢]" | "IT € [p]T: T D o}
Rejection-alternatives: ALT[p]” :={o € [p]” | "IT € [p] : T Do}

The key notions of inquisitiveness and informativeness are defined standardly
for inquisitive semantics (see, e.g., Ciardelli et al. [13, p.9)]). But unlike in basic
inquisitive semantics, a sentence ¢ can be inquisitive or informative both on the
support-side and rejection-side, which is mirrored in the definition.

Definition 2. Inquisitiveness and informativeness

© is support-inquisitive iff at least two alternatives support p.

p is rejection-inquisitive iff at least two alternatives reject .

p is inquisitive iff ¢ is support-inquisitive or rejection-inquisitive.

¢ is support-informative  iff U[p]T # w.

v is rejection-informative iff J[p]” # w.

p is informative iff ¢ is support-informative or rejection-informative.

According to the clause for support-informativeness, a sentence ¢ is informative
if the union of all its supporting states does not include all worlds, and likewise
for rejection-informativeness.

When the set of support-alternatives for ¢, ALT[p]T, contains more than one
element then ¢ is (support-) inquisitive, and when the set of rejection-alternatives
for ¢, ALT[p] ™, contains more than one element then ¢ is (rejection-) inquisitive.
This plays a crucial role in explaining free choice phenomena concerning deontic
modals.

4 There is a further extension of the system [17] which distinguishes a third relation
between states and sentences which concerns a state dismissing a supposition of a
sentence. In the semantics presented here, when a state rejects p, it both supports and
rejects p — ¢, and Op. In the suppositional extension such states are characterized
as neither supporting nor rejecting them, but as dismissing a supposition of theirs.



24 M. Aher

Since meanings are determined by the pair of supporting and rejecting states,
entailment should also be stated relative to both components of meaning. Clas-
sically this would be a correct, but redundant formulation as the support and
reject perspective on entailment would coincide.

Definition 3. Entailment

Support-entailment: ¢ =, ¢ iff [p]T C []T
Rejection-entailment: ¢ =_ ¢ iff [¢]” C [p]”
Entailment: v EY iff @ support-entails b and p rejection-entails 1.

According to Definition 3, a sentence ¢ support-entails the sentence v if every
state that supports ¢ also supports 1, and likewise for rejection. The dual nature
of entailment plays an important role in the explanation of various deontic
puzzles.'®

The recursive statement of the semantics is as follows.

Definition 4 (MADRIS).

Atomic sentences:

ocETp iff Vweo:pew

cE"p iff Yweo:PEW

Negation:

A

cETp iff oETe

Conjunction:

cET Ny iff o pando EY Y
cETeAY iff oETporoETY
Implication:

cET o — 4ff Vrealrp]t:TNoETY
cET o=y iff ITeartfp]t:TNoET Y
Deontic permission:

ocET® o iff Vrearwrp]t:tNolE"v
o= ©p iff Vreawrfp]titnoETw

3 Illustrating the Semantics

The clauses of MADRIS are illustrated below with examples.!'6

15 Equivalence is defined as mutual entailment.

16 The natural language examples are for illustration only. The actual picture of positive
and negative responses is naturally more complicated. See for example Brasoveanu
et al. [10].
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3.1 Atomic Sentences
Consider the natural language example in (6).
(6)  Sue sings.
a. Positive response:  Yes, Sue sings. P
b.  Negative response: No, Sue does not sing. -p

The treatment of atomic sentences is standard, but as is characteristic of the rad-
ical approach to inquisitive semantics, the semantics specifies both the support
and rejection conditions for a sentence. According to clause 1 of Definition 4, an
atomic sentence p is supported by a state ¢ if p holds in every world w in ¢; and
p is rejected in o if p holds in no world w in o.

This means that there is a unique maximal state o that supports p, a unique
element of ALT[p|™, which consists of all worlds where p holds; and a unique
maximal state o that rejects p, a unique element of ALT[p]~, which consists of
all worlds where p does not hold. The fact that there is a single maximal state
means that atoms are neither support-inquisitive nor rejection-inquisitive.

As the maximal supporting state does not include worlds where —p holds,
and the maximal rejecting state does not include worlds where p holds, p is both
support informative and rejection informative. We will generally omit discussion
of informativeness below, unless a sentence is not informative.

The meaning of the atomic sentences p and ¢ is depicted in Figs. 1 and 2,
respectively, where the circles correspond to worlds that concern only the value of
these two atomic sentences. Maximal states that support a sentence are indicated
by solid lines; maximal states that reject a sentence are indicated by dashed lines.

3.2 Negation

Negation is illustrated by the negative response to the atomic sentence in (6).
According to clause 2 of Definition 4, negation flips between support and rejec-
tion, so that a sentence —¢ is supported by a state o if o rejects ¢ and con-
versely for the rejection of —¢. This means that —¢ is support-inquisitive when
( is rejection-inquisitive, and wvice versa. Consider the simple example —p, whose
meaning is depicted in Fig. 3.
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3.3 Conjunction
Consider the illustrating natural language example in (7).

(7) Sue sings and Mary dances.

a. Primary positive response:  Yes, Sue sings and Mary dances. pAgq
b.  Primary negative response 1: No, Sue does not sing. -p
c.  Primary negative response 2: No, Mary does not dance. -q

According to clause 3 of Definition 4, a state o supports a conjunction p A ¢ if o
supports both ¢ and ; and o rejects this conjunction if o rejects ¢ or o rejects .

Consider the simple example pAq. A state o supports pAgq if o supports both
p and q. This means that ALT[p A ¢]T consists of a single element, the state that
consists of all worlds where both p and ¢ hold, and is thus not support-inquisitive.

A state o rejects pAgq if it rejects either p or it rejects q. As ALT[pAg]™ consists
of two elements, a state consisting of all worlds where p does not hold and a state
consisting of all worlds where ¢ does not hold, p A ¢ is rejection-inquisitive. The
meaning of p A q is depicted in Fig. 4.

3.4 Disjunction

©V1 is defined in the standard way as =(—¢A—1) and is illustrated by Fig. 5. As
disjunction corresponds to the negation of conjunction, it is support-inquisitive
but not rejection-inquisitive.

3.5 Implication

Implication directly utilizes the notion of alternatives as the universal quantifi-
cation in the support clause and the existential quantification in the reject clause
both concern the alternatives for the antecedent. According to clause 4 of
Definition 4, a state o supports ¢ — 4 if every alternative (i.e., maximal sup-
porting state) for the antecedent ¢, restricted to the information contained in o,
supports the consequent . A state o rejects ¢ — 1 only when some maximal sup-
porting state for ¢, restricted to the information contained in o, rejects ¥. Con-
sider the simple example p — ¢, illustrated by the natural language example (8).

(8)  If Sue sings, then Pete plays the piano.

a. Positive response:

Yes, if Sue sings, then Pete will play the piano. p—q
b.  Negative response:
No, if Sue sings, then Pete won’t play the piano. P — g

As explained above, there is only one maximal supporting state for an atomic
sentence p, consisting of all worlds where p is the case. This means that the
universal and existential quantification in the support and rejection clauses do
not play a crucial role with this example. A state o supports p — ¢ if the
maximal substate of o where p is the case supports ¢g. So, in all worlds in o
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where p is the case, ¢ should be the case as well. A state o rejects p — ¢ if the
maximal substate of o where p is the case rejects ¢. So, in all the worlds in o
where p is the case, ¢ should not be the case. Figure 6 shows the meaning of
p — q. The quantification over alternatives in the clauses comes into play when
the antecedent or consequent is support-inquisitive. These effects are discussed
in the Subsect. 3.7 which compares implication and deontic permission.

3.6 Violation-Based Deontic Modals

According to the clause for permission, the state o supports a permission state-
ment Q¢ if every maximal supporting state for the prejacent ¢, restricted to
the information contained in o, rejects the violation v.

A state o rejects Qo if every maximal supporting state for ¢, restricted to
the information contained in o, supports v. So, a state that rejects permission
for ¢ supports the statement that ¢ is prohibited.

Consider the simple exaple & p illustrated by example (9).

(9) A country may establish a laboratory.

a. Positive response:

Yes, a country may establish a laboratory. Dp
b.  Negative response:
No, a country may not establish a laboratory. ~&q

There is only one maximal supporting state for an atomic sentence p, consisting
of all worlds where p is the case. The universal quantification in the support and
rejection clause concerns only this state. A state o supports @ if the maximal
substate of o where p is the case supports —w. So, in all worlds in ¢ where p is the
case, the violation v must not be the case. A state o rejects ®p if the maximal
substate of o where p is the case supports v. So, in all worlds in o where p is the
case, the violation v should be the case as well. The simple example is structurally
similar to implication and, in MADRIS when the antecedent/prejacent of Dy is
not inquisitive, it can be expressed via implication.

Proposition 1 If ¢ is not support-inquisitive, then Dp=p—-w,

This holds e.g. when ¢ is the atom p. As is evident, we follow Anderson’s
intuition that the meaning of deontic operators is connected to implication.
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Unlike implication, though, permission does not have an arbitrary sentence v as
its consequent, instead, permission always refers to a specific violation v. Fur-
thermore, the rejection clause for permission differs from the clause for impli-
cation, which will be discussed in Subsect.3.7 where we compare modals and
implication.

Figure 7 illustrates &p , and the three deontic statuses: permission, prohi-
bition and neutrality. For convenience, non-violation worlds () are indicated
in green and violation worlds (v) in red.!” The illustrative picture allows one
to determine the deontic status of a state of affairs by seeing whether worlds
that support a state of affairs p are within, outside or both with respect to the
maximal state that supports the deontic statement in the figure.

Permission. The state where p is permitted has no pv world in the maximal
supportinéstaute,18 so looking at p worlds, —w is also the case. The maximal
state for &P is illustrated by using a continuous line in Fig. 7.

Prohibition. The state where p is prohibited, has no pv world. The state which
supports ~&p is illustrated by using a dashed line in Fig. 8.

Neutral. Both of these states are deontically neutral towards —p as the maximal
supporting states include both a pv and a pv world.

when p, —v when p, v

—p is neutral —p is neutral

Fig. 7. [OP ] /]p — —]* Fig.8. (DD~ /[p — -]~

3.7 Comparing Implication and Permission

The differences between implication and permission concern their rejection con-
ditions and inquisitiveness. In the simple implication p — ¢ quantification over
the alternatives for the antecedent play no significant role due to the antecedent
only having one maximal supporting state. This, however, is not the case for

17 If you are reading this in gray-scale, violation worlds are darker and non-violation
worlds are lighter.

18 SML treats permission as weaker, so &P does not guarantee that when you bring
about p, no violation occurs.
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(pV q) — r, where the antecedent is a support-inquisitive disjunction for which
there are two maximal supporting states: the set of all worlds where p is the case
and the set of all worlds where ¢ is the case (see Fig. 5).

The natural language example in (10) illustrates (p V ¢) — 7.

(10) If Sue sings or Mary dances, then Pete will play the piano.  (pVq) — r

a.  Primary positive response:
Yes, if Sue sings, Pete will play, and if Mary dances, he’ll play too.
(p—r)N(lg—r)
b.  Primary negative responses:
No, if Sue sings Pete will not play. p— —r
No, if Mary dances, Pete will not play. q— —r

For a state o to support (p V ¢) — r, what should hold is that for each of the
two maximal supporting states for p V ¢, when o is restricted to it, the resulting
substate of o supports r. So, in each world in ¢ where p is the case, r should also
be the case; and in each world in o where ¢ is the case, r should also be the case.

For a state o to reject (pV q) — r, what should hold is that for one (or both)
of the two maximal supporting states for pV ¢: the maximal supporting state for
p and the maximal supporting state for ¢, when o is restricted to it, the resulting
substate of o rejects 7.

Consider (p — r) A (¢ — 7). The first conjunct p — r is supported in o if the
maximal state where p is supported, restricted to o, also supports r. Likewise
for ¢ — r. According to the clause for conjunction, the state o supports (p —
r) A (¢ — r) if both conjuncts are supported. So both the maximal supporting
states for p and for ¢, restricted to o, also support r.

According to the rejection clause for conjunction, a state o rejects (p —
r) A (¢ — r) if it rejects either conjunct: p — r or ¢ — 7. A state o rejects
p — r if all maximal supporting states for p, restricted to o, reject r. Likewise
for ¢ — .

This means that (pV ¢) — r is supported and rejected in the same states as
(p — ) A (¢ — r) and hence that the two sentences are equivalent.

Proposition 2 (pVq) —=r=p—r)A(g—r1)

Classically this equivalence also holds and neither of the sentences is support-
inquisitive. The maximal supporting state for (pV ¢) — r is illustrated in Fig. 9.
MADRIS also produces the result that both sentences are rejection-inquisitive. As
we discussed with regard to p A ¢ above, illustrated by Fig. 4, this conjunction
is rejected when either p or ¢ is rejected. The conjunction between p — r and
q — r should also be rejected when either conjunct is rejected. MADRIS obtains
this result as illustrated by Fig. 10 showing the two maximal rejecting states for
(pVq) —rt?

19 A comparison of Figs.9 and 16 also shows that (p V q¢) — r and (p A q¢) — —r are
consistent with each other. This is also the case in Kratzer semantics if it’s combined
with an alternative-based treatment of disjunction. See for example Alonso-Ovalle [6].
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Fig.9. [(pVq) — 7" Fig.10. [(pV q) — ]~

Tn MADRIS the free choice effect of & (P V @) receives a straightforward seman-
tic treatment, as Qo is support-equivalent to ¢ — —w.

Proposition 3 [®(pV g)|* =[(pVq) — ~]" =[(p — ~v) A (g — —0)]*

The solution to the free choice problem in MADRIS has been extensively discussed
in earlier work,?? so it is not repeated here. But it is helpful to use free choice
examples to illustrate the difference between the behaviour of implication and
permission under negation.

According to an Andersonian analysis of permission as an implication,

- (pVa) is support-inquisitive, but intuitively it is not.
(11) A country may not establish a research center or a laboratory._‘@ (pVaq)

The salient reading of (11) says that both disjuncts are prohibited. We refer to
this as the no choice reading, in that choosing to establish either a research center
or a laboratory will break the rule in (11). This is because the drafters of a law or
rule establish which permissions and obligations hold, which leaves no room for
inquisitiveness. This leads to the standard non-inquisitiveness intuition regarding
the interpretation of free choice examples and their negation (see example (11)):
~®(pVq) =L (=pA—9), which the semantics predicts.

Unlike implication, both the support and reject clause for permission has uni-
versal quantification scoping over the prejacent, guaranteeing that even with an

inquisitive prejacent ¢, @ is not rejection-inquisitive. For a state o to support
¥

- (pVaq) , what should hold is that for each of the two maximal supporting
states for p V ¢, p and ¢, restricting o to them results in a substate of ¢ which
supports v. So, in each world in o where p is the case, v should also be the
case, and in each world in o where ¢ is the case, v should also be the case. This
results in a single maximal rejecting state illustrated in Fig. 11. As we saw ear-
lier, due to the existential quantifier in the rejection clause for implication, when
the antecedent is support-inquisitive, an implication is rejection-inquisitive. As
illustrated by Fig.12, [(p V ¢) — —w]~ contains two maximal rejecting states.

20 See [4], especially for discussion on how to also attain disjunctive readings under
permission.
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One rejecting state corresponds to [p — v]™ and is shaped like an ‘L’ while the
other rejecting state corresponds to [¢ — v]|T and is rectangle-shaped. Due to
not being rejection-inquisitive, [ (P V @] is stronger than [(p V q) — ]~ .2!
The only way modals can be inquisitive is when an inquisitive connective scopes
over modals.

1 \ T
| | |
pqu pq—v;‘ .; pqu ' pqu
1 | |
|
|
— ! —
|
|
I

Fig.11. [@ (pVaq)]™ Fig.12. [(pV q) — —w]~

3.8 Strengthening the Antecedent

Besides deontic conflicts, an Andersonian treatment of deontic modals stan-
dardly suffers from the strengthening the antecedent puzzle. The modified Ander-
sonian treatment of modals allows MADRIS to avoid this puzzle.

Andersonian modals which reduce deontic modals to implication inherit the
properties of implication; for example, material implication is downward monoto-
nic (DM). The property of DM shown in (12).

(12)  An operator is DM iff ¢ |= ¢ implies Op = O.

Downward monotonicity is generally regarded an unwanted property of deon-
tic modals due to the strengthening the antecedent puzzle that we will discuss
presently.

Strengthening the antecedent is a puzzle for material implication and other
DM implications. The problem lies in the fact that in a material implication
account an implication entails the implication where the antecedent has been
strengthened with a conjunct: (14).

In the following, we will distinguish between the clauses in MADRIS and
material implication by representing the latter with —,,. In propositional logic,
a conjunction entails its conjuncts:

(13)  pAgEDP

We will make use of this entailment as in (14), the antecedent of the premise is
p and the antecedent of the conclusion is p A q.

(14) p—omrEDPAG—mT

2! Stronger is understood through entailment: [Vl ElpVe — v
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As discussed by Lewis [26, p.80] and others, the entailment in (14) leads to
counter-intuitive examples such as (15).

(15)  a. IfT strike a match, it will light.
b. Hence, if I strike a match and the match is wet, it will light.

Intuitively, we can accept (15-a) without accepting (15-b), but a material impli-
cation account of condtionals predicts that when (15-a) is the case, (15-b) cannot
be false. This is not to say that there do not exist natural language examples in
which the inference is more plausible. Consider (16).

(16) a. If I walk the dog, I will get some fresh air.
b. If I walk the dog and whistle, I will get some fresh air.

Intuitively, we accept both (16-a) and (16-b). In fact, we can add any arbitrary
conjunct in (16-b), such as whistling, because it does not change the outcome.
But the existence of examples such as (15) demonstrates that the plausibility of
the inference in (16) cannot be a general inference rule for implication.
Strengthening the antecedent is also relevant for deontic modals. Recall that
Anderson defined a permission utterance as relevant implication from the preja-
cent to the negation of a violation v. Anderson used relevant implication but we
will adopt material implication for brevity’s sake. If the modal is defined using
material implication, then whenever (17-a) holds, (17-b) holds as well.

17y a. p—pmw
b (pAg) —=m v

This leads to examples such as the following.

(18)  a. You may walk the dog.
b.  You may walk the dog and kill the president.

Intuitively, no-one would accept that when permission is granted to walk the dog,
this also grants permission to kill the president. So, strengthening the antecedent
should not to be valid for neither implication nor modals in MADRIS. Because (13)
holds, if MADRIS modals were DM, whenever (18-a) is the case, so would be (18-b).

In MADRIS, strengthening the antecedent is not valid for implication or modals,
which means deontic modals are not DM in MADRIS. We will demonstrate how
strengthening the antecedent fails in MADRIS. The modal and implication case are
parallel.

Consider the maximal supporting and rejecting states for the premise and
conclusion in (18-a). A state o supports p — r if the maximal supporting state
for p, restricted to o, supports r. Such a state cannot contain worlds where p
and ¢ hold, but r» does not, nor worlds where p holds but ¢ and r do not. On
the other hand, a state o supports (p A ¢) — r if the maximal supporting state
for p A g, restricted to o, supports r. The only worlds incompatible with such
a state are those where both p and ¢ hold but r does not. We thus conclude
that every state that supports p — r also supports (p A ¢) — r so that p — r
support-entails (p A g) — r.
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This fact is illustrated in Figs. 13 and 14.

pqr par pqr bqr

pqr pgr pgr pqr pgr pgr pgr

Fig.13. [p — r]* Fig.14. [(pAq) — "

Fig.15. [p — 7]~ Fig.16. [(pAq) — 7]~

The support-entailment explains the intuitiveness of the inference in (16).
When the additional information in the second conjunct does not have an effect
on the implication, we do end up at only worlds in which (p A ¢) — r also holds.

It is only when we begin to consider how one might reject the two sentences
that the we see a difference. Recall that entailment looks at both supporting and
rejecting states, such that when ¢ entails v, every state that supports ¢ must
also support ¥ and every rejecting state for 1 must be a rejecting state for .

Consider the maximal rejecting state for (pAg) — r compared to the maximal
rejecting state for p — r. A state o rejects (pAg) — 7 if the maximal supporting
state for p A g, restricted to o, rejects r. As we are interested only in worlds
where both conjuncts hold, the only worlds that annot be in the state are those
where p, ¢ and 7 hold. So it is possible to reject (p A ¢) — r with relatively little
information.

Conversely, a state rejects p — r if the maximal supporting state for p,
restricted to o, rejects r. Such a state cannot include both worlds where p, ¢ and
r hold and also worlds where p and r hold but ¢ does not hold. As we can see
in Figs. 15 and 16, the maximal rejecting state for (p A ¢) — r is not a rejecting
state for p — r.

As (p A q¢) — r only concerns the situation in which both p and ¢ are the
case, it does not provide as much information regarding when r follows as p — r
which also concerns itself with pg worlds. This means that p — r does not
rejection-entail (p A ¢) — 7.

Recall that entailment requires both support-entailment and rejection-
entailment. As p — r does not rejection-entail (pAq) — r, it also does not entail it.
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Due to the weaker rejection-conditions of the conclusion, strengthening the
antecedent is not a valid inference pattern, which explains the counter-intuitive
examples in the literature.

Also consider the deontic case. As with implication, the maximal supporting
state for @p supports D(pAq) so@p support-entails @ (p Aq). This can be
determined by looking at Figs. 17 and 18. A state o supports & (p A 4) if the
maximal supporting state for p A g, restricted to o, rejects v. As the maximal
supporting state in Fig. 18 illustrates, the only world incompatible with &(pAq)
is the one where p, ¢ and v all hold. This world is also incompatible with &p
because a state o supports &P if the maximal supporting state for p, restricted
to o, rejects v. So, for &p is incompatible with all p worlds where v is the
case. So the world where p and v are the case but ¢ isn’t is also incompatible
with ©p.

P00 @5»ee
" @® v ®®

————————————————————————————

Fig.19. [© p|~ Fig.20. [© (pAq)]”

From this we can conclude that & (P A q) grants less permission than Op. 1t
only grants permission for those situations in which both p and ¢ are the case,
and does not say whether a violation is incurred or not in those worlds where ¢
is not the case. So it does not grant permission for cases where someone brings
about p without bringing about ¢. In this sense, D (PN ) is a weaker permission
statement than &P that does grant permission to bring about p without bringing
about q.

On the other hand, as we can see in Figs. 19 and 20, the maximal rejecting

state for @ (PA Q) is not a rejecting state for ®p as it includes the world where
p is the case but ¢ and v are not the case.



Deontic Conflicts and Multiple Violations 35

& (PN a) is weaker than PP as it only concerns the situation in which both

p and ¢ are the case. As such, for a state to reject S (pA Q), the state cannot be
such that it includes the worlds where both p and ¢ are the case and no violation
is incurred.

The world where p holds but ¢ and v do not does not concern the conjunction
example. Yet, the inclusion of this world does not satisfy the requirements for a
state to reject &P . For a state to reject ©P, when p is the case, a violation must
occur. A state with the world where p is the case, but a violation does not occur,
is not a rejecting state for & p. This means that ¥ P does not rejection-entail
S (pA Q), and then it also does not entail it.

MADRIS provides a semantic solution to the puzzle of strengthening the
antecedent for implication and deontic modals in parallel fashion.?? So MADRIS
correctly predicts tha